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Traffic forecasting is an integral part of modern intelligent transportation systems. Al-
though many techniques have been proposed in the literature to address the problem,

most of them focus almost exclusively on forecasting accuracy and ignore other impor-

tant aspects of the problem. In the paper at hand, a new method for both accurate
and fast large-scale traffic forecasting, named “sparse feature regression”, is presented.

Initially, a set of carefully selected features is extracted from the available traffic data.

Then, some of the initial features are sparsified, namely they are transformed into sets
of sparse features. Finally, a linear regression model is designed using the sparse feature

set, which is trained by solving an optimization problem using a sparse approximate
pseudoinverse as a preconditioner. We evaluated the proposed method by conducting
experiments on two real-world traffic datasets, and the experimental results showed

that the method presents the best balance between accuracy of predictions and time
required for achieving them, in comparison with a set of benchmark models.
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Abbreviations

AM Autoregressive Model

ANN Artificial Neural Network

ARIMA Autoregressive Integrated Moving Average

ARR Adjusted Ratio of Ratios

BPNN Back Propagation Neural Network

DCRNN Diffusion Convolutional Recurrent Neural Network

DFS Dense Feature Set

DL Deep Learning

EPCGLS Explicit Preconditioned Conjugate Gradient Least Squares

FA Forecasting Accuracy

FNN Feedforward Neural Network

GNN Graph Neural Network

GPU Graphics Processing Unit

GRU Gated Recurrent Unit

HA Historic Average

HM Heteroscedasticity Models

ITS Intelligent Transportation Systems

KF Kalman Filtering

kNN k-Nearest Neighbors

LSTM Long Short-Term Memory

MAPE Mean Absolute Percentage Error

ML Machine Learning

PeMS Performance Measurement System

RBF Radial Basis Function

RMSE Root-Mean-Square Error

RNN Recurrent Neural Network

SFR Sparse Feature Regression

SFS Sparse Feature Set

SSA Singular Spectrum Analysis

STARIMA Space-Time Autoregressive Integrated Moving Average

STGCN Spatio-Temporal Graph Convolutional Network

SVR Support Vector Regression

VAR Vector Autoregressive Model

VDS Vehicle Detection Stations

1. Introduction

Modern Intelligent Transportation Systems (ITS ) rely on accurate and timely traffic

predictions in order to provide services like traffic management, automatic incident

detection,1 congestion avoidance and vehicle routing.2 Hence, it is very important

for an ITS to have a subsystem that will be able to accurately and timely predict

traffic for an entire network.
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Traffic forecasting is a complex task given the spatiotemporal dependencies of

the elements of the traffic network, the highly volatile nature of the traffic variables,

and the scale of traffic networks. Given its importance and complexity, traffic fore-

casting has attracted the interest of many researchers in the last decade. Many dif-

ferent approaches for traffic forecasting have been reported in the literature, based

on statistics, Machine Learning (ML) and, quite recently, Deep Learning (DL). At

the present time, the models that are considered as state-of-the-art in terms of

forecasting accuracy are the global spatiotemporal deep learning models.3,4 In par-

ticular, this is a single deep learning model designed for the whole traffic network

that contains a block for extracting the spatial dependencies between the elements

of the network, another block for extracting the temporal dependencies within the

traffic data, and a block for integrating the spatiotemporal features extracted by the

previous blocks in order to produce predictions. Due to their complexity and non-

linearity, such models have produced very accurate predictions in several different

settings and forecasting scenarios.5,6

Despite the high accuracy of their predictions, the global spatiotemporal deep

learning models have some inherent disadvantages. In particular, they require large

amounts of data and significant time to be trained, their forecasting accuracy is very

much dependent on the appropriate values of their hyperparameters and therefore

they require a lot of time for hyperparameter tuning, and they are black box mod-

els, namely their results cannot be easily explained to decision makers. In addition,

due to their global unified nature (i.e., one model for the whole traffic network),

their training process is difficult to be parallelized. This means that for a predic-

tion to be available for a specific element in the network, the whole large model

should be trained first. Even with the current advances in GPU-accelerated train-

ing, this process might require a considerable amount of time. This is an important

problem mainly in real-time traffic forecasting scenarios in which the models need

to be retrained regularly in order to adapt to the ever-changing network traffic.

Hence, it becomes evident that even though the current state-of-the-art traffic fore-

casting models can achieve high forecasting accuracy, they neglect the real-world

constraints of a traffic forecasting system, like the availability of data and compu-

tational resources.

Given the limitations of the deep learning models, our goal is to design sim-

pler and faster models for accurate traffic forecasting. In this context, we propose

a simple, fast and effective regression model for large-scale traffic forecasting. The

model integrates spatiotemporal correlations between traffic elements by introduc-

ing a new set of carefully selected features. The initial feature set is then trans-

formed into a sparse feature set, and a linear regression model is designed using

its features. The parameters of the model are estimated through the solution of an

optimization problem by a preconditioned iterative method. The main contribution

of the paper at hand is the introduction of a simple yet effective and fast large-scale

traffic prediction model that exhibits both good forecasting accuracy and reduced

computational complexity.
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The rest of the paper is organized as follows. In Sec. 2, we give a short pre-

sentation of other traffic forecasting approaches from the literature. In Sec. 3, we

provide a detailed description of the proposed method, while in Sec. 4 we describe

the datasets used in this work as well as the experimental setup. In Sec. 5, we

demonstrate the experimental results, and in Sec. 6 we present a synopsis and

concluding remarks of our work along with some future research directions.

2. Related Work

Due to its value for the successful deployment of Intelligent Transportation Systems

(ITS ), traffic forecasting has attracted the interest of many researchers in the last

decade. The various models reported in the literature can be grouped in two main

categories, namely the parametric and the nonparametric models. A parametric

model has a predefined structure and only its parameters are derived from the

available data, while in a nonparametric model all key elements are learned from

the data. Moreover, there is another intermediate category that includes hybrid

models that attempt to combine characteristics from both categories in order to

produce better predictions.

Some of the most popular traffic forecasting models belong to the paramet-

ric category. These models are based on the typical Autoregressive Model (AM )

and its several variants, e.g., Autoregressive Integrated Moving Average (ARIMA),

Spatiotemporal ARIMA (STARIMA), etc.7–10 as well as the Kalman Filtering

(KF ) techniques11–13 and the Heteroscedasticity Models (HM ).14–16 For example,

Schimbinschi et al.17 proposed a generic topology-regularized Vector Autoregressive

Model (VAR), which leverages the spatiotemporal dependencies between network

elements in order to achieve higher forecasting accuracy compared to benchmarks.

In addition, Zhou et al.18 presented a KF technique that exploits the discrepancy

between the predictions of a traditional KF and a random walk model in order to

achieve high forecasting accuracy. Moreover, Pavlyuk19 highlighted the importance

of AMs in the transportation domain.

Our method has certain similarities with the models of this category. In par-

ticular, it is a linear model as many of the models of this category and it uses

features manually extracted from the data, which is the most common feature ex-

traction approach for the parametric models. However, an important difference of

the proposed model with the models of this category is that it combines continuous

with categorical features, when most of the parametric models use only continuous

features (i.e., the lagged values from the traffic time series).

On the other hand, most nonparametric approaches for traffic forecasting are

based on machine learning regression models, namely Artificial Neural Networks

(ANNs), Support Vector Regression (SVR) and k-Nearest Neighbors (kNN). For

example, Cheng et al.20 introduced an adaptive kNN model that captures the spa-

tiotemporal dependencies between road segments and exploits them in order to

produce accurate traffic predictions. Additionally, Sun et al.21 proposed a fully au-

tomatic dynamic procedure that enables self-adjustment of the parameters of a
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kNN-based traffic forecasting model. Moreover, Liu et al.22 investigated the com-

bination of a kNN and a SVR model in order to perform short-term traffic flow

forecasting, while Cai et al.23 built a kNN regression model that re-balances the

traffic time series by rejecting those identified as outliers. Another interesting ap-

proach is described in the work of Hong et al.,24 in which the authors introduced

a multi-channel feature extraction process along with an updated metric for iden-

tifying neighbors in order to enhance the forecasting capacity of a kNN regression

model. Furthermore, Kolidakis et al.25 studied the combination of a shallow ANN

architecture with Singular Spectrum Analysis (SSA) and concluded that this fusion

can result into better predictions compared to conventional shallow ANN architec-

tures.

The new traffic forecasting method has many differences compared to models

in this category. In particular, it has a predefined linear structure through which

it generates its predictions, while the nonparametric models have no predefined

structure and most of them are nonlinear. In addition, while in both SVMs and

ANNs the model parameters are estimated by solving an optimization problem,

the approaches used for solving these problems differ from that of the proposed

method. In particular, in SVMs and ANNs the underlying optimization problems

are usually solved using the method of Lagrange multipliers and the gradient de-

scent method, respectively, while in the case of the proposed model the optimization

problem is solved using a sparse approximate pseudoinverse.26 In addition, while

the nonparametric models use handcrafted features that may contain both contin-

uous and categorical ones, they do not integrate a mechanism for sparsifying the

categorical features as the proposed model does. Moreover, while in both kNN and

the proposed method the effect of neighboring elements in taken into account in the

modelling process, in the former case the neighbors are identified by computing the

distances between feature vectors, while in the latter they are identified through

the computation of spatial distances.

The nonparametric models have low capacity in terms of the number of pa-

rameters, and hence they cannot effectively capture the complex spatiotemporal

dependencies existing in large-scale traffic Deep Learning (DL) networks. To ad-

dress this issue, global spatiotemporal Deep Learning (DL) models have been sug-

gested by several researchers, which mainly consist of one block for capturing the

spatial dependencies of traffic network elements, one for identifying the tempo-

ral dependencies and one for combining the features extracted by the other two

blocks.27 Nowadays, in most cases, the block that captures the spatial dependen-

cies in the traffic network is a Graph Neural Network (GNN ),28 while the block

that identifies the temporal dependencies is either a type of a Recurrent Neural

Network (RNN ), like the Long Short-Term Memory Network (LSTM )29,30 or the

Gated Recurrent Unit (GRU ),31 or a block that implements the attention mecha-

nism.32 For example, Yu et al.3 introduced convolution operations on graphs using

first-order Chebyshev polynomials33 in order to capture the spatial dependencies

of the elements of the network, and gated convolutions on the traffic time series to
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extract the temporal dependencies. The resulting Spatio-Temporal Graph Convolu-

tional Network (STGCN ) achieved better forecasting accuracy compared to several

benchmark models in two different datasets. Several variants of this approach have

been proposed in the literature.34–38

From a different perspective, Li et al.5 proposed the Diffusion Convolutional

Recurrent Neural Network (DCRNN ), namely a DL framework in which the traffic

flow is modelled as a diffusion process on a directed graph resulting in representing

the spatial dependencies using bidirectional random walks, while the temporal de-

pendencies are represented using an encoder-decoder architecture with scheduled

sampling. The authors reported a 12%–15% improvement in forecasting accuracy

compared to both parametric and nonparametric benchmark models. Additionally,

Mallick et al.4 presented an approach that overcomes the computational and mem-

ory bottlenecks of the DCRNN model by decomposing a large highway network into

smaller networks and training separate DCRNN models independently. The same

rationale was followed by other researchers as well.6,39,40 Furthermore, researchers

proposed DL architectures in which the temporal dependencies are captured by a

block implementing the attention mechanism.41–45

Our approach differs in many respects from the deep learning models. In par-

ticular, the proposed method is local in the sense that a separate instance of the

model is built for each traffic element, while most deep learning models used for

traffic forecasting are global models. Also, the proposed model is linear while the

deep learning models are nonlinear. In addition, the deep learning models auto-

matically identify and extract features from the available traffic data, while the

proposed model uses manually extracted features. Both the proposed and the deep

learning models are trained by solving an optimization problem, but the deep learn-

ing models use a variant of the gradient descent method for solving this problem

while the proposed method uses a sparse approximate pseudoinverse.26 Moreover,

the proposed method leverages the sparsification of the categorical features in order

to increase its forecasting accuracy and training speed, while most deep learning

models do not take any advantage through sparsification. Furthermore, the deep

learning models require large amounts of data, significant time to be trained, and

their accuracy depends a lot on the values of their large set of hyperparameters. On

the other hand, the proposed method does not require much data to yield accept-

able accuracy, it is quickly trained, and its unique hyperparameter can be easily

and quickly tuned. It should also be noted that while deep learning models are con-

sidered black box models and hence not explainable, the predictions of the proposed

model can be easily explained by the examination of the values of its parameters.

3. Proposed Method

3.1. Feature selection & construction

In the paper at hand, a new method for traffic prediction, named Sparse Feature

Regression (SFR), is presented. We denote by xt,d the values of a time series of a
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day d with size n ∈ N (i.e., 1 6 t 6 n). We also denote by p ∈ N the length of a

sliding window used for selecting past lagged values, h ∈ N the forecasting horizon

and N ∈ N the number of available traffic time series. The modelling process starts

by selecting the initial features of our model. The first part of the initial feature set

contains p lagged values, namely:

{xt−(p−1),d, . . . , xt−0,d}, p 6 t 6 (n− h). (1)

These are usually the only features used by most parametric traffic forecasting

models. Then, we construct the second part of the initial feature set by selecting

as feature the temporal index of current traffic time series, namely:

{T}, T ∈ N, T = {1, 2, . . . , N}. (2)

Moreover, we select as an additional feature of this part the temporal index of

current interval within the current traffic time series, namely:

{t}, t ∈ N, t = {p, . . . , n− h}. (3)

We selected these two temporal indexes as features for two reasons. On one hand,

we wanted to build a model that will try to learn its exact position in time at

each step and try to combine this information with the provided lagged values. The

explicit provision of these identifiers of position in time is important because the

model cannot possibly infer it just from the lagged values. On the other hand, these

features are categorical variables, which means that they can be transformed into

sets of binary (sparse) features, thus accelerating the training process of the model

by injecting zeros in its coefficient matrix. We refer to these features hereafter as

temporal features.

In addition to the temporal features, we introduce the concept of spatiotemporal

correlation between traffic elements in our initial feature set. For this reason, for

each traffic element, we estimated a set of neighboring elements based on spatial

distances. In particular, given the fact that (as will be presented in Sec. 4) the

traffic elements considered in this work are points uniquely identified by a pair of

coordinates, we computed their pairwise geodesic distances, and for each element

we kept as neighbors the Nnbr nearest elements (i.e., the Nnbr elements with the

smallest distances). We aggregate the contributions of all neighbors into a single

(average) value as follows:

x
(nbr, av)
t,d =

1

Nnbr

Nnbr∑
j=1

x
(j)
t,d , (4)

where x
(j)
t,d represents the traffic at index t of the time series that corresponds to

day d and neighbor j. Based on the above, we defined the last part of the initial

feature set as the p lagged values of the time series of the neighboring elements

averaged across the neighbors as follows:

{x(nbr, av)t−(p−1),d, . . . , x
(nbr, av)
t−0,d }. (5)
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In order to accelerate the process of identifying the Nnbr neighbors of each element

of interest, we used a simple clustering-based approach. In particular, we initially

divided the elements of the traffic network into groups using the k-means clustering

algorithm, and for each element we calculated its distances only from the elements

of its own group and kept the elements with the Nnbr smallest distances. This ap-

proach significantly shrinks the search space for each element of the traffic network

and hence the overall computation time, compared to the brute-force approach of

computing for each element of interest its distances with every other element of in-

terest in the traffic network. The brute-force approach has time complexity O(M2)

while our clustering-based approach O(MNc), where M is the number of elements

in the traffic network and Nc the average number of elements per group. With ap-

propriate selection of the number of groups G, it holds that Nc �M and hence the

time complexity of the clustering-based approach is quite better compared to that

of the brute-force approach. A subtle point of the clustering-based approach is that

the number of groups should be selected in an appropriate way so that the number

of points in each cluster to be greater than the number of requested neighbors Nnbr.

We used as heuristic for satisfying this condition the equation G =
√
M/2. It is of

course obvious that this heuristic cannot guarantee the satisfaction of the condition

in all cases.

Based on the above description, the initial Dense Feature Set (DFS ) is formu-

lated as follows:

DFS =
{
T, t, xt−(p−1),d, . . . , xt−0,d, x

(nbr, av)
t−(p−1),d, . . . , x

(nbr, av)
t−0,d

}
. (6)

The specific order of the features presented in Eq. (6) facilitates the implementation

of our model. It should be noted that no intercept is included as feature in DFS,

given the sparsification scheme of the temporal features that will be explained in

what follows. The initial DFS contains D = 2 + 2p features in total.

Once the initial dense feature set has been created, the next step is its spar-

sification, namely the sparsification of the temporal features. In particular, both

temporal features are transformed into sets of binary (sparse) features using the

dummy encoding scheme. The dummy encoding scheme is similar to one-hot encod-

ing scheme with the key difference that for a categorical variable with K categories

the former produces K−1 binary variables while the latter K variables. This means

that one value of the categorical variable (usually the first or the last one) is encoded

by a vector of K − 1 zeros. Hence in our case, N − 1 and n− h− p binary features

are generated from the temporal features T and t, respectively. For example, for

N = 5 the value T = 2 will be dummy encoded as “0100” and the value T = 5

as “0000”. The dummy encoding scheme can introduce perfect multicollinearity

between the independent variables of a regression model named dummy variable

trap.46 We avoid the dummy variable trap by removing the intercept term from

our model (as mentioned above). Given this sparsification scheme, the two initial
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temporal features are replaced by (N − 1) + (n− h− p) sparse features. Hence, the

final Sparse Feature Set (SFS) is formulated as follows:

SFS =
{
T (1)
sp , . . . , T

(N−1)
sp , t(1)sp , . . . , t

(n−h−p)
sp ,

xt−(p−1),d, . . . , xt−0,d, x
(nbr, av)
t−(p−1),d, . . . , x

(nbr, av)
t−0,d

}
. (7)

The final SFS contains D = (N − 1) + (n− h− p) + 2p features in total.

3.2. Sparse feature regression

Since the final sparse feature set has been constructed, we design a simple linear

regression model on top of it. In particular, given a set of feature vectors denoted

by “fv” {Fi,1, . . . , Fi,D} of the form represented by Eq. (7), and the corresponding

target values yi = xi+p+h−1,d, where i = 1, 2, . . . , Nfv, we define the following linear

relationship between them:

yi = β1Fi,1 + · · ·+ βDFi,D, (8)

where β1, β2, . . . , βD are the D parameters of the model. The Nfv feature vectors

(and the corresponding target values) are constructed by traversing the set of N

available traffic time series of size n each, and selecting the features based on the

process described above. After this procedure, Nfv = N(n−h−p+1) = NZ (where

Z = n−h−p+1) feature vectors have been constructed. The application of Eq. (8)

on all feature vectors results in a linear system:

Fβ = y, (9)

where F is the large sparse (Nfv ×D) coefficient matrix, y is the (Nfv × 1) given

vector and β is the (D × 1) vector of model parameters, and is overdetermined

when:

Nfv > D ⇐⇒ NZ > [(N − 1) + (n− h− p) + 2p], (10)

resulting in the following relation:

h < n− 3p+ 1. (11)

In that case, the problem of estimating the parameters of the model is equivalent

to solving the optimization problem:

min
β
‖y − Fβ‖22. (12)

The above minimization problem has a unique solution, provided that the columns

of F are linearly independent, and hence the matrix of normal equations F>F

is nonsingular. Given that we avoid the dummy variable trap of the sparsifica-

tion scheme by removing the constant term of the model and that the traffic time

series have distinct nonzero values, the regressors of our model are linearly inde-

pendent. Hence, F is a large sparse full rank matrix. The sparsity pattern of F is
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Fig. 1. The sparsity pattern of a block of the coefficient matrix F corresponding to three days of

traffic data. The numbers in vertical and horizontal directions represent row and column indices,
respectively.

shown in Fig. 1 (more precisely, the figure represents the sparsity pattern of a block

of F corresponding to three days of traffic data). The minimization problem de-

scribed by Eq. (12) is a large sparse least squares problem, which we solve using the

Explicit Preconditioned Conjugate Gradient Least Squares method (EPCGLS ) based

on sparse approximate pseudoinverse, introduced by Lipitakis et al.26 The overall

modelling approach is entitled Sparse Feature Regression (SFR) and is schemati-

cally depicted and algorithmically described in Fig. 2 and Algorithm 1, respectively.

Apart from the base SFR model (referred to hereafter as SFR), we have also

designed, implemented and evaluated a variant of our model (denoted by “var”),

namely the SFRvar. In the SFRvar variant, the SFS is enhanced with two additional

temporal features, namely Td and Tw. The feature Td is the index of the day within

a week to which a feature vector belongs. We consider that the week starts on

Monday and hence Td ∈ {1, 2, . . . , 7}. The feature Tw represents whether a feature

vector comes from a weekday or a weekend day. Hence:

Tw =

1, if 1 6 Td 6 5,

0, otherwise.
(13)

The dense feature set of the SFRvar variant is the same as the DFS of SFR, since

no new dense features are introduced. The temporal feature Tw is already sparse,

while the feature Td is sparsified using again the dummy encoding scheme with six

categories. For example, the value Td = 2 (i.e., Tuesday) becomes “010000”. In this

way, the final sparse feature set of SFSvar is the following:

SFSvar = SFS ∪
{
T

(1)
d,sp, . . . , T

(6)
d,sp, Tw

}
, (14)
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Fig. 2. The SFR modelling approach.

and contains D = (N − 1) + (n− h− p) + 2p+ 6 + 1 features in total. The rest of

the modelling approach for SFRvar is the same as for SFR. The number of feature

vectors and the number of features in DFS and SFS for both SFR and SFRvar

models are summarized in Table 1.
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Algorithm 1 The SFR method

Input: xt,d: the values of a traffic time series of a day d with size n

p: the length of a sliding window

h: the forecasting horizon

Output: ŷi: prediction vector

1: DFS:
{
T, t, xt−(p−1),d, . . . , xt−0,d, x

(nbr, av)
t−(p−1),d, . . . , x

(nbr, av)
t−0,d

}
2: Sparsification:

{
T

(1)
sp , . . . , T

(N−1)
sp , t

(1)
sp , . . . , t

(n−h−p)
sp

}
= DummyEncoding(T, t)

3: SFS:
{
T

(1)
sp , . . . , T

(N−1)
sp , t

(1)
sp , . . . , t

(n−h−p)
sp , xt−(p−1),d, . . . , xt−0,d, x

(nbr, av)
t−(p−1),d, . . . , x

(nbr, av)
t−0,d

}
4: Linear Regression Model: yi = β1Fi,1 + · · ·+ βDFi,D

5: Resulting Linear System: Fβ = y

6: Least Squares Problem: minβ ‖y − Fβ‖22
7: EPCGLS Method Based on Pseudoinverse: β = EPCGLS (F, y)

8: Prediction: ŷi = fvinβ, where fvin an input feature vector

Table 1. Number of feature vectors and number of features (both in DFS and SFS) for SFR and

SFRvar models. During the training phase of our model, Ntr traffic time series are available (i.e.,

instead of N).

Model # Feature Vectors # Features (DFS) # Features (SFS)

SFR Ntr Z 1 + 1 + 2p (Ntr − 1) + (Z − 1) + 2p

SFRvar Ntr Z 1 + 1 + 2p + 1 + 1 (Ntr − 1) + (Z − 1) + 2p + 6 + 1

4. Implementation

In this section, we provide the details of the experiments conducted for evaluating

the proposed method and report the corresponding results.

4.1. Datasets

We used two large-scale real-world traffic datasets from the Performance Measure-

ment System (PeMS ) online data repository.47 PeMS aggregates data coming from

a network of sensors covering all major highways in California, USA. The sensors

form clusters named Vehicle Detection Stations (VDS ), which are considered as

traffic elements of interest in this work. The first dataset contains speed measure-

ments (in miles per hour – mph) from VDS installed in district 4, i.e., San Francisco

Bay Area, California, USA, from a time period of one month, namely October 2021.

From this point onwards, we will refer to this dataset as PeMSs. The second dataset

contains flow measurements (in vehicles per 5-minute interval – veh./5m) from VDS

installed in district 7, i.e., Los Angeles, California, USA, from a time period of two

months, namely October and November 2021. We refer to this dataset hereafter

with the term PeMSf . In both datasets, the data resolution is 5 minutes, which
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Table 2. Main characteristics of the PeMSs and PeMSf dataset.

# Time Series Time Series

Dataset # VDS (M) Per VDS (N) Size (n) # of Measurements

PeMSs 100 31 288 892 800

PeMSf 100 61 288 1756 800

means that each traffic value corresponds to a 5 minute interval. In both datasets,

the traffic values are organized into traffic time series of size n = 288 each, where

each time series corresponds to a day of the total covered period. Hence, for each

VDS a set of 31 and 61 time series is constructed for the PeMSs and PeMSf dataset,

respectively. Each dataset contained missing values when downloaded from PeMS,

and therefore we needed to apply a filtering process on the data. In the first filter-

ing round, we kept the VDS for which there were 31 and 61 time series available

(for the PeMSs and PeMSf dataset, respectively), even incomplete. In the second

round, we kept a subset of VDS from the set that emerged from the first round,

which contained the VDS that had at least one time series with more than 50% of

non-missing values. The overall process resulted in two sets of M = 100 VDS for

each dataset. The characteristics of both datasets are summarized in Table 2. Ex-

ample traffic time series from both the PeMSs and the PeMSf datasets are shown

in Figs. 3 and 4, respectively.

Fig. 3. Example traffic time series from the PeMSs dataset. The x-axis represents time and the
y-axis speed in mph.
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Fig. 4. Example traffic time series from the PeMSf dataset. The x-axis represents time and the
y-axis flow in veh./5min.

4.2. Setup

In the paper at hand, the objective is to predict traffic for all elements of interest

in an examined network and for several steps ahead in time. In particular, we care

about predicting traffic for all elements of our traffic network and not only for spe-

cific traffic elements, and we attempt to predict future traffic values for more than

1 step ahead in time. In particular, we considered four forecasting horizons, namely

h ∈ {12, 24, 48, 96} steps ahead that correspond to 1, 2, 4 and 8 hours ahead. Given

the multi-step forecasting scenario, we apply the direct forecasting strategy,48,49

hence we build a different instance of a forecasting model for each combination of

VDS and forecasting horizon. We have chosen the direct instead of the recursive

strategy for multi-step forecasting, since it has been reported in the relevant litera-

ture that the latter introduces accumulated error to the predictions.50,51 The length

p of the sliding window rolling over a time series to extract lagged values was set

to 36 (i.e., previous 3 hours). In addition, the nonstationary traffic time series from

both datasets were transformed to stationary via first-order differencing. Moreover,

the k-fold time series cross-validation process was applied.

In particular, the entire time series for each VDS was divided into k folds and

for each fold i the first Ntr,i traffic time series were used for training and the next

Nval time series for testing. It holds that Ntr,i+1 = Ntr,i + Nval, i = 1, . . . , k − 1.

We compute the average value of an error metric across all folds (this is the cross-

validation error metric), and then we average these values across all VDS. The
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Table 3. k-folds for the PeMSs dataset.

Fold Train (%) Test (%) Ntr Nval

1 First 67.5% Next 6.5% 21 2

2 First 74% Next 6.5% 23 2

3 First 80.5% Next 6.5% 25 2
4 First 87% Next 6.5% 27 2

5 First 93.5% Next 6.5% 29 2

Table 4. k-folds for the PeMSf dataset.

Fold Train (%) Test (%) Ntr Nval

1 First 75% Next 5% 46 3

2 First 80% Next 5% 49 3
3 First 85% Next 5% 52 3

4 First 90% Next 5% 55 3

5 First 95% Next 5% 58 3

resulting final value is the average cross-validation error metric that is used to com-

pare the proposed method with benchmarks. The parameters of the k-fold time

series cross-validation process for the PeMSs and PeMSf dataset are presented in

Tables 3 and 4, respectively. The number of neighboring elements Nnbr for the SFR

models was set to 3. The experiments were performed on a personal computer hav-

ing an Intel Core i7-7700HQ CPU with 8 cores at 2.80 GHz and 8 GB RAM. In

addition, the proposed method has been implemented in C++ programming lan-

guage and used the Intel MKL library of mathematical routines. Furthermore, the

benchmark models were implemented using the scikit-learn, LightGBM, Tensor-

Flow and Facebook Prophet Python libraries. Moreover, the total execution time

was reduced by utilizing the proposed approach by Salamanis et al.52

In order to quantify the forecasting accuracy of the traffic forecasting models,

we used the Root-Mean-Square Error (RMSE ) and the Mean Absolute Percentage

Error (MAPE ) metrics:

RMSE =

√√√√ 1

Npr

Npr∑
i=1

(yi − ŷi)2, (15)

MAPE =
100%

Npr

Npr∑
i=1

∣∣∣∣yi − ŷiyi

∣∣∣∣ , (16)

where yi is the real traffic value, ŷi is the predicted traffic value and Npr is the

number of predictions. RMSE and MAPE values were computed for each fold of

the k-fold time series cross-validation process and then these values have been

averaged for all folds resulting in the cross-validation RMSE and cross-validation

MAPE values, respectively. Then, the average of the cross-validation RMSE and
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cross-validation MAPE values across all VDS were computed resulting in the final

average cross-validation RMSE and average cross-validation MAPE values. These

were the values used for comparing the several methods with each other in terms

of forecasting accuracy. Moreover, the computational efficiency of the forecasting

methods was evaluated by measuring the total time (in seconds) for executing the

k-fold time series cross validation process for all VDS.

Furthermore, we combined the forecasting accuracy results with the performance

results using the Adjusted Ratio of Ratios (ARR) metric. ARR was first introduced

by Brazdil et al.,53 who used it to evaluate the accuracy of different classification

algorithms on a set of datasets in relation to the corresponding execution times.

Considering two traffic forecasting models fm1 and fm2 evaluated on a traffic dataset

td, the ARR metric for them is defined as follows:

ARRtd
(fm1, fm2) =

FAtd
fm1

/
FAtd

fm2

1 + AccD log
(
Ptd
fm1

/
Ptd
fm2

) , (17)

where FAtd
fmi

and Ptd
fmi

is the forecasting accuracy and the execution time of the

forecasting model fmi on the traffic dataset td, respectively. In the paper at hand,

the forecasting accuracy is defined as FAtd
fmi

= 100 −MAPE td
fmi

, where MAPE td
fmi

refers to the average cross-validation MAPE value of the forecasting model fmi on

the dataset td. In addition, “AccD” is a free parameter expressed as a percentage

that controls the balance between the accuracy of the predictions and the time

required for producing them. For example, AccD = 4% can be explained as trading

4% accuracy for a four-fold speedup. Given Nm traffic forecasting models evaluated

on Ntd traffic datasets, a separate ARR value can be estimated for each forecasting

model fmi as follows:

ARR fmi
=

∑
fmj

[∏
tdj

ARR
tdj

( fmi), (fmj)

] 1
Ntd

Nm
. (18)

A high ARRfmi
value indicates a high rank for fmi model. Hence, we computed

the values of ARR for both the proposed and the benchmark forecasting models

separately for PeMSs and PeMSf datasets, i.e., Ntd = 1 in Eq. (18).

The proposed method (both base and variant) was compared with five bench-

mark traffic forecasting models, namely (1) the Autoregressive Integrated Moving

Average (ARIMA) model, (i.e., ARIMA(p, 1, 0) model54), (2) the Prophet model

(proposed by Taylor and Letham55 and implemented by Facebook), (3) the Long

Short-Term Memory (LSTM ) model,5 (4) the Gradient Boosting Decision Tree

(GBDT) model and (5) the GBDT model in combination with the Gradient-based

One-Side Sampling (GOSS) training acceleration technique56 (GBDT-GOSS).

ARIMA was used as a benchmark given its extensive application in several traffic

forecasting scenarios reported in literature, while the Prophet model was chosen
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given its ability to fit time series with nonlinear trends and multiple season-

ality. From the deep learning category of traffic forecasting models, the LSTM

model was selected. In particular, in the PeMSs dataset, the LSTM architec-

ture consisted of 1 LSTM layer of 8 units and the Swish activation function, i.e.,

f(x) = x sigmoid(βx)57 and an output layer with 1 unit and linear activation func-

tion. It was trained using the RMSProp optimizer and MAPE as objective function

with batch size 64 and 10 epochs. The same configuration was also applied to the

PeMSf dataset. Moreover, the gradient-boosting-based models GBDT and GBDT-

GOSS with 100 estimators each were used in order to check how well the proposed

model performs compared to ensemble models.

5. Results

In this section, the results of the experiments conducted for the evaluation of the

proposed method in terms of both forecasting accuracy and computational efficiency

are presented. In particular, the results for the PeMSs dataset are presented in

Tables 5–8, while the results for the PeMSf dataset are presented in Tables 9–12.

In Tables 5 and 9, the labels “RMSE” and “MAPE” refer to the average cross-

validation RMSE and average cross-validation MAPE, respectively.

In the PeMSs dataset, the proposed method presents the best balance between

accuracy of predictions and time required for achieving these predictions for all

forecasting horizons. In particular, even though it produces less accurate predictions

compared to the gradient-boosting-based models at a level between 1% and 2%,

it achieves this result in approximately half the time compared to the gradient-

boosting-based models. This means that when taking into account the exchange

Table 5. Prediction errors of all models in PeMSs.

Method

h = 12 h = 24 h = 48 h = 96

MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE

(%) (mph) (%) (mph) (%) (mph) (%) (mph)

ARIMA 7.581 5.745 11.509 7.869 16.355 9.917 17.153 9.605

Prophet 10.854 6.753 11.201 6.878 11.769 7.062 11.145 6.491
LSTM 14.074 10.162 19.392 13.237 23.374 14.946 25.7 16.264

GBDT 6.497 4.708 8.542 5.746 10.348 6.434 9.529 5.833
GBDT-GOSS 6.669 4.767 8.737 5.833 10.524 6.551 9.745 5.935

SFR 7.254 4.882 9.567 6.074 11.701 7.146 11.112 6.677

SFRvar 7.303 4.894 9.632 6.104 11.74 7.168 10.885 6.515

Table 6. Ranking of the evaluated traffic forecasting models on the PeMSs dataset across all
forecasting horizons.

Method GBDT GBDT-GOSS SFR SFRvar Prophet ARIMA LSTM

Rank 1.0 2.0 3.25 3.75 5.25 5.75 7
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Table 7. Computational efficiency of all models in PeMSs.

Method
Performance (sec.)

h = 12 h = 24 h = 48 h = 96

ARIMA 72.584 66.23 65.193 55.585

Prophet 3253.195 3170.624 3165.491 3194.974
LSTM 1972.209 1858.135 1685.268 1369.849

GBDT 62.408 67.517 66.678 56.644
GBDT-GOSS 68.968 64.91 56.531 46.884

SFR 32.479 30.157 25.961 18.436

SFRvar 33.777 31.815 27.533 19.926

Table 8. ARR of all models in PeMSs.

Method

h = 12 h = 24 h = 48 h = 96

AccD AccD AccD AccD AccD AccD AccD AccD

(4%) (10%) (4%) (10%) (4%) (10%) (4%) (10%)

ARIMA 1.032 1.066 1.017 1.052 0.984 1.016 0.974 1.006
Prophet 0.917 0.846 0.945 0.873 0.969 0.894 0.975 0.894

LSTM 0.887 0.829 0.852 0.797 0.83 0.777 0.801 0.751

GBDT 1.049 1.089 1.056 1.092 1.066 1.1 1.078 1.112
GBDT-GOSS 1.045 1.081 1.055 1.092 1.068 1.107 1.08 1.12

SFR 1.054 1.117 1.06 1.126 1.068 1.137 1.081 1.158

SFRvar 1.052 1.114 1.058 1.121 1.067 1.133 1.083 1.156

Table 9. Prediction errors of all models in PeMSf .

Method

h = 12 h = 24 h = 48 h = 96

MAPE RMSE MAPE RMSE MAPE RMSE MAPE RMSE
(%) (veh./5m) (%) (veh./5m) (%) (veh./5m) (%) (veh./5m)

ARIMA 29.865 31.234 41.038 47.77 60.488 68.776 78.87 84.421

PROPHET 33.835 34.637 32.1 34.828 27.924 31.434 26.317 28.313

LSTM 75.724 111.506 89.766 146.143 82.131 138.283 87.395 144.053
GBDT 25.03 21.731 28.532 26.458 32.613 30.522 32.062 28.945

GBDT-GOSS 25.181 21.954 28.745 26.789 32.829 30.862 32.306 29.265
SFR 27.725 23.777 31.57 30.707 31.678 34.123 27.654 30.601

SFRvar 27.875 24.011 31.849 31.202 32.119 34.796 27.719 30.767

of forecasting accuracy for speedup, the proposed method achieves better balance

in both low (i.e., AccD = 4%) and high (i.e., AccD = 10%) tradeoff level. This

is an important outcome since the proposed traffic forecasting model is a simple

linear regression model that nevertheless manages to achieve high levels of accuracy

compared to complex ensemble models. In addition, SFR models achieve better

forecasting accuracy results compared to the two statistical benchmark models (i.e.,

ARIMA and Prophet) in all cases. While ARIMA is a quite efficient model given
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Table 10. Ranking of the evaluated traffic forecasting models on the PeMSf dataset across all
forecasting horizons.

Method SFR GBDT Prophet GBDT-GOSS SFRvar ARIMA LSTM

Rank 2.5 2.5 3.25 3.5 3.5 5.75 7

Table 11. Computational efficiency of all models in PeMSf .

Method

Performance (sec.)

h = 12 h = 24 h = 48 h = 96

ARIMA 79.81 76.328 75.903 65.676

Prophet 5951.744 5995.088 5821.995 5864.654

LSTM 2219.266 2197.65 1994.552 1543.403
GBDT 87.156 90.673 85.53 71.077

GBDT-GOSS 91.586 90.781 88.633 69.653

SFR 106.277 101.902 93.74 72.161
SFRvar 132.451 132.417 116.047 89.542

Table 12. ARR of all models in PeMSf .

Method

h = 12 h = 24 h = 48 h = 96

AccD AccD AccD AccD AccD AccD AccD AccD
(4%) (10%) (4%) (10%) (4%) (10%) (4%) (10%)

ARIMA 1.341 1.423 1.743 1.874 0.88 0.935 0.549 0.586

Prophet 1.153 1.078 1.871 1.772 1.605 1.501 2.144 1.997
LSTM 0.326 0.309 0.146 0.138 0.281 0.265 0.238 0.224

GBDT 1.442 1.526 2.14 2.286 1.615 1.702 2.132 2.243

GBDT-GOSS 1.438 1.518 2.133 2.278 1.608 1.693 2.124 2.237
SFR 1.379 1.45 2.038 2.168 1.637 1.72 2.28 2.398

SFRvar 1.37 1.43 2.018 2.13 1.618 1.689 2.269 2.369

its simplicity, its forecasting performance deteriorates as the forecasting horizon

increases. This does not happen with SFR, whose forecasting performance remains

quite stable as the forecasting horizon increases, mainly due to its increased capacity

in terms of parameters. On the other hand, the Prophet model presents a behavior

quite similar to the SFR models in terms of forecasting accuracy, yet it is quite

inefficient given that it attempts to model all changes in the trend of the time series

as well as its multiple seasonalities. Moreover, LSTM produces acceptable but not

so accurate predictions, given enough time for hyperparameter tuning through trial

and error. In addition, the LSTM models take a quite long time to train. These

results are consistent with the general understanding that deep learning models

can achieve very good prediction results, given enough available resources, namely

data, computational resources and time for tuning and training.
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The ranking of the models in terms of forecasting accuracy, presented in Table 6,

resulted from the application of the Friedman nonparametric statistical test.58 In

particular, we evaluated the null hypothesis H0 in order that the means of the

average cross-validation MAPE values across all forecasting horizons of two or more

models are the same. With a significance level a = 5%, we rejected H0 in all

cases. However, by applying the post-hoc Bonferroni-Dunn59 test we failed to reject

the null hypothesis H0 that there is statistically significant difference between the

GBDT models and the SFR models at a significance level of 5%. This means that

even though the GBDT models achieve lower forecasting errors compared to the

SFR models, the difference between the two types of models is marginal.

In the PeMSf dataset, the proposed method presents the best tradeoff between

prediction error and execution time for the long-term forecasting horizons (i.e.,

h = 48 and h = 96), while it achieves the second best balance after the GBDT

models for the short-term horizons (i.e., h = 12 and h = 24). In particular, the

gradient-boosting-based models produce more accurate predictions compared to

the SFR models in the short-term forecasting horizons with a difference in MAPE

around 2.5%, while on the contrary they produce less accurate predictions com-

pared to the SFR models in the long-term horizons with a difference in MAPE

again around 2.5%. In terms of performance, the gradient-boosting-based models

are approximately 10 seconds faster compared to the SFR models in the short-term

forecasting horizons, while this difference shrinks as h increases. Hence, by consid-

ering accuracy and performance, the GBDT models outperform the SFR models in

both high and low tradeoff levels for the short-term forecasting horizons, while the

situation is reversed in the long-term horizon case. Therefore, it becomes evident

that the proposed method is more suitable for long-term forecasting in time series

with high volatility as it is the case for the flow time series of the PeMSf dataset.

Regarding the other benchmarks, the situation is similar with that of the PeMSs
dataset. In addition, we performed also the nonparametric Friedman test for eval-

uating the null hypothesis H0 that the predictions obtained are not statistically

different. With a significance level a = 5%, we rejected the H0. The ranking of

the models in terms of forecasting accuracy produced by the Friedman test is pre-

sented in Table 10. Moreover, by performing the Bonferroni-Dunn post-hoc test we

failed to reject the null hypothesis H0 that there is statistically significant differ-

ence between the GBDT models and the SFR models at a significance level of 5%.

Similarly to the case of the PeMSs dataset, this result means that the difference in

forecasting accuracy between the gradient-boosting-based models and the proposed

method is marginal.

5.1. Discussion

As shown by all the above results, the SFR models achieve good forecasting accuracy

for both datasets and all forecasting horizons, and this happens mainly due to the

appropriate selection and processing of the features. In particular, the temporal
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features represent the specific moments in the past on which the model should

focus in order to predict the value of a traffic variable at a specific moment in

the future. The actual values of the traffic variable at these specific moments in the

past are given by the lagged values. Additionally, the spatiotemporal correlations of

the element of interest with other elements in the network are considered through

the averages of the neighbors’ lagged values. Moreover, the sparsification of the

temporal features increases the parameterization of the SFR models, which in turn

leads to better prediction accuracy. However, this direction of investigating why

increased parameterization improves the prediction accuracy of models on unseen

data, is an open research problem that in recent years has attracted the interest of

researchers.60,61

Therefore, in future work we shall investigate in more detail the properties

of the SFR models (mainly the properties of the covariance matrix), in order to

better understand the effect of increased parameterization on forecasting accuracy.

Moreover, increasing the capacity in terms of parameters of the SFR models not in

any way but specifically through the sparsification of appropriate features leads to

efficient training by leveraging the computational advantages of iterative methods

used for solving large sparse least squares problems.

Furthermore, the proposed method can be considered as explainable in the sense

that one can understand which features affect more the produced predictions by

examining the top Dtop features of the SFR models through bar diagrams like

those presented in Figs. 5 and 6 for the PeMSs and PeMSf dataset, respectively.

In particular, in the x-axis the indices of the top features are provided, while in

Fig. 5. Bar diagram of the top 10 SFR features for a VDS from the PeMSs dataset (VDS 400000,
h = 12). The x-axis represents the indices of the top features and the y-axis their corresponding
feature importance scores.
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Fig. 6. Bar diagram of the top 10 SFR features for a VDS from the PeMSf dataset (VDS 715898,

h = 12). The x-axis represents the indices of the top features and the y-axis their corresponding
feature importance scores.

the y-axis their corresponding feature importance scores measured by the absolute

value of the corresponding parameters of the SFR models are provided. In order to

compute those feature importance scores, the dense features of the models have been

scaled into the range [0, 1] using the min-max scaling method prior to fitting the

SFR models. Through the visual inspection of these bar diagrams it is understood

that (for the examined VDS) in the case of the PeMSs dataset the temporal feature

T (i.e., Eq. (2)) is the most important one, while in the case of the PeMSf dataset

both the temporal feature T and the lagged value x
(nbr, av)
t−0,d (i.e., Eq. (4)–(5)) are

the most importance features for the SFR models.

6. Synopsis and Concluding Remarks

In the paper at hand, we presented a new traffic prediction method. Spatiotemporal

features are carefully extracted from the available traffic time series, some of them

are sparsified, and a linear regression model is designed using the final sparse feature

set. The parameters of the model are computed by solving an optimization problem.

We used two real-world datasets and performed large-scale experiments in order

to evaluate the accuracy and speed of the proposed method. The results of the

experiments indicated that the proposed method exhibits good balance between

prediction accuracy and speed in all cases. This is an important result because it

verifies our intuition that cleverly selected features, overparameterization through

sparsification and simple linear modelling are key elements for both accurate and

fast large-scale traffic forecasting.
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Future work includes the analysis of the properties of the proposed model in

order to better understand the effect of increased parameterization on forecasting

accuracy. Moreover, the effect of additional new temporal features on the prediction

accuracy and speed of the proposed method will be investigated. Furthermore, the

proposed method will be evaluated on more datasets and forecasting scenarios.
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